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1
EDITING PARAMETERS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a non-provisional of, and claims the
priority benefit of, U.S. Prov. Pat. App. No. 63/133,568 filed
Jan. 4, 2021, which is hereby incorporated by reference in its
entirety.

TECHNICAL FIELD

Aspects of the present disclosure relate to updating one or
more editing parameters for a model for automatically
suggesting revisions to text data. Aspects of the present
disclosure relate generally to machine learning and natural
language processing applications used to suggest revisions
to text data.

BACKGROUND

Methods and system for suggesting edits to a document
may encompass, generally, breaking a document-under-
analysis (“DUA”) into many statements-under-analysis
(“SUA”) and then comparing the SUA’s against a “seed
database” of past edits to determine if the SUA can be edited
in the same way. The seed database of past edits includes
“original text” and “final text” representing, respectively, an
unedited text and the corresponding edit thereto. The method
and system includes, generally, calculating a similarity score
between the SUA and each of the “original texts” from the
database. For original texts that have a similarity score that
exceed a threshold, the SUA and the original text are
“aligned” and the edit from the corresponding “final text” is
applied to the SUA to produce an edited SUA (“ESUA™).
The ESUA can then be inserted into the DUA in place of the
SUA. The SUA and corresponding ESUA can then be added
to the seed database.

There, however, may be no single “best” similarity metric
and instead, the optimal metric may vary depending on,
among other things, the type of edit that was applied to the
original text in the seed database. Thus, the “best” similarity
metric may be selected in view of the type of edit applied to
the original text in the seed database. Moreover, the align-
ment method used between the SUA, original text, and final
text may be optimally selected based on the type of edit.

Generally speaking, an “edit operation” means that
between the original text and the final text, some text was
deleted, replaced, inserted. The concept of “type of edit”
refers to the type of edit operation that was performed on the
original text in the seed database to get to the final text in the
seed database. Non-limiting examples of the “type of edit”
can include, for example, a full sentence edit, a parenthetical
edit, a single word edit, a structured list edit, an unstructured
list edit, or a fronted constituent edit.

A type of edit can be a “full sentence delete” such as
deleting the sentence: “In the event disclosing party brings
suit to enforce the terms of this Agreement, the prevailing
party is entitled to an award of its attorneys’ fees and costs.”

A type of edit can be a “full sentence replace” such as
deleting “Receipt of payment by the Contractor from the
Owner for the Subcontract Work is a condition precedent to
payment by the Contractor to the Subcontractor,” and
replacing it with “In no event and regardless of any paid-
if-paid or pay-when-paid contained herein, will Contractor
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2

pay the Subcontractor more than 60 days after the Subcon-
tractor completes the work and submits an acceptable pay-
ment application.”

A type of edit can be a “full sentence insert,” which can
be performed after a particular sentence, or a sentence
having a particular meaning, for example, inserting after “In
the event of Recipient’s breach or threatened breach of this
Agreement, Disclosing Party is entitled, in addition to all
other remedies available under the law, to seek injunctive
relief.” the following sentence: “In no event; however, will
either Party have any liability for special or consequential
damages.”

A type of edit can be a “full sentence insert,” which can
be performed where an agreement is lacking required speci-
ficity, for example inserting: “The Contractor shall provide
the Subcontractor with the same monthly updates to the
Progress Schedule that the Contractor provides to the
Owner, including all electronic files used to produce the
updates to the Progress Schedule.”

A type of edit can be a “structured list delete”, for
example, deleting clause (b) from the following sentence
“Subcontractor shall indemnify Contractor against all dam-
ages caused by the following: (a) Subcontractor’s breach of
the terms of this Agreement, (b) Contractor’s failure to
properly design the Project, and (c) Subcontractor’s lower-
tier subcontractor’s failure to properly perform their
work.”—“Subcontractor shall indemnify Contractor against
all damages caused by the following: (a) Subcontractor’s
breach of the terms of this Agreement, and (b) Subcontrac-
tor’s lower-tier subcontractor’s failure to properly perform
their work.”

A type of edit can be a “structured list insert” such as
inserting clause (d) into the following sentence: “Confiden-
tial Information shall not include (a) information that is in
the public domain prior to disclosure, (b) information that
Recipient currently possesses, and (c) information that
becomes available to Recipient through sources other than
the Disclosing Party.”—“Confidential Information shall not
include (a) information that is in the public domain prior to
disclosure, (b) information that Recipient currently pos-
sesses, (¢) information that becomes available to Recipient
through sources other than the Disclosing Party, and (d)
information that Recipient independently develops.”

A type of edit can be a “leaf list insert” such as inserting
“studies” into the following sentence: “The ‘Confidential
Information,” includes, without limitation, computer pro-
grams, names and expertise of employees and consultants,
know-how, formulas, studies, processes, ideas, inventions
(whether patent-able or not) schematics and other technical,
business, financial, customer and product development
plans, forecasts, strategies and information.”

A type of edit can be an “leaf list delete” such as deleting
“attorneys’ fees” from the following sentence: Subcontrac-
tor shall indemnify Contractor against all damages, fines,
expenses, attorneys’ fees, costs, and liabilities arising from
Subcontractor’s breach of this Agreement.”

A type of edit can be a “point delete” such as deleting
“immediate” from the following sentence: “Recipient will
provide immediate notice to Disclosing Party of all improper
disclosers of Confidential Information.”

A type of edit can be a “span delete” such as deleting
“consistent with the Project Schedule and in strict accor-
dance with and reasonable inferable from the Subcontract
Documents” from the following sentence: “The Contractor
retains the Subcontractor as an independent contractor, to
provide all labour, materials, tools, machinery, equipment
and services necessary or incidental to complete the part of
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the work which the Contractor has contracted with the
Owner to provide on the Project as set forth in Exhibit A to
this Agreement, consistent with the Project Schedule and in
strict accordance with and reasonably inferable from the
Subcontract Documents.”

A type of edit can be a “point replace” such as replacing
“execute” with “perform™ in the following sentence: “The
Subcontractor represents it is fully experienced and qualified
to perform the Subcontract Work and it is properly equipped,
organized, financed and, if necessary, licensed and/or certi-
fied to execute the Subcontract Work.”

A type of edit can be a “point insert” such as the insertion
of “reasonably” in the following sentence: “The Subcon-
tractor shall use properly-qualified individuals or entities to
carry out the Subcontract Work in a safe and reasonable
manner so as to reasonably protect persons and property at
the site and adjacent to the site from injury, loss or damage.”

A type of edit can be an “fronted constituent edit” such as
inserting “Prior to execution of the Contract” in the follow-
ing sentence: “Prior to execution of the Contract, Contractor
shall provide Subcontractor with a copy of the Project
Schedule.”

A type of edit can be an “end of sentence clause insert”
such as inserting “except as set forth specifically herein as
taking precedent over the Contractor’s Contract with the
Owner” in the following sentence: “In the event of a conflict
between this Agreement and the Contractor’s Contract with
the Owner, the Contractor’s Contract with the Owner shall
govern, except as set forth specifically herein as taking
precedent over the Contractor’s Contract with the Owner.”

A type of edit can be a “parenthetical delete” such as
deleting “(as evidenced by its written records)” in the
following sentence: “The term ‘Confidential Information’
and the restrictions set forth in Clause 2 and Clause 5 of this
Schedule ‘B’ shall not apply to information which was
known by Recipient (as evidenced by its written records)
prior to disclosure hereunder, and is not subject to a confi-
dentiality obligation or other legal, contractual or fiduciary
obligation to Company or any of its Affiliates.”

A type of edit can be a “parenthetical insert” such as
inserting “(at Contractor’s sole expense)” in the following
sentence: “The Contractor shall (at Contractor’s sole
expense) provide the Subcontractor with copies of the
Subcontract Documents, prior to the execution of the Sub-
contract Agreement.”

An alignment method may be selected base on an edit-
type classification. The alignment methods may include, for
example, a point edit type alignment, semantic alignment,
span edit type alignment, full edit type alignment, and list
edit type alignment.

SUMMARY

According to some embodiments disclosed herein, an
interface is provided for configuring runtime behavior of the
edit suggestion system by customizing global, model, and
cluster level parameters. Many fields may be generated
during training generation in order to model a client’s
preferences for editing texts under analysis—i.e., an “editing
playbook”—and replicate preferred edits during the edit
suggestion process. Some of these fields may need to be
customized in order to deliver optimal edit suggestions to
clients. A client may have several models to represent
different playbooks, and each of these models may be
customized separately.

Edits to text data may be broadly broken into two types:
point edits and full edits. Point edits may include word
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substitutions, short phrase and word insertions, and dele-
tions. Full edits may include full sentence or clause edits,
such as inserting whole sentences or paragraphs to add text
that is otherwise missing from a document. Clause edits may
be learned as “clusters” of similar edits, which provides the
edit suggestion system with multiple examples of scenarios
in which these clauses were inserted.

In some embodiments, there may be global, model, and
cluster-level parameters. Point edits may have several attri-
butes or parameters that may be changed on a per-client and
per-model basis. Clause edit may have several attributes or
parameters that may be set at the model level and the cluster
level. Cluster parameters may supersede model parameters,
and model parameters may supersede global parameters,
when present.

According to one aspect, a method for updating an editing
parameter for a model for automatically suggesting revisions
to text data is provided. The method includes displaying, on
a graphical user interface (GUI) of a user device, one or
more interactive input elements, wherein each of the one or
more input elements is associated with an editing parameter
for a model for automatically suggesting revisions to text
data. The method includes receiving, via the GUI, an input
from a selected input element of the one or more input
elements, wherein the input comprises an indication of a
value for a selected editing parameter associated with the
selected input element. The method includes updating the
selected editing parameter for the model based on the value.
The method includes applying the model with the updated
selected editing parameter to suggest a revision to an
obtained text-under-analysis.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are included to pro-
vide a further understanding of embodiments of the inven-
tion and are incorporated in and constitute a part of this
specification, illustrate embodiments of the invention and
together with the description serve to explain the principles
of embodiments of the invention.

FIG. 1 is a block diagram illustrating a system for
suggesting revisions to an electronic document, according to
some embodiments.

FIG. 2 is a screen capture of a user interface for selecting
a model to use with a system for suggesting revisions to an
electronic document, according to some embodiments.

FIG. 3 is a screen capture of a user interface for selecting
a point edit setting, according to some embodiments.

FIG. 4 is a screen capture of a user interface for selecting
a full edit setting at a model level, according to some
embodiments.

FIG. 5 is a screen capture of a user interface for selecting
a full edit setting at a cluster level, according to some
embodiments.

FIG. 6 is a block diagram illustrating an edit suggestion
device, according to some embodiments.

FIG. 7 is a flow diagram of a method, according to some
embodiments.

DETAILED DESCRIPTION

FIG. 1 is a block diagram illustrating a system 100 for
suggesting revisions to an electronic document, according to
some embodiments. A user device 102, such as a computer,
mobile device, tablet, and the like, may be in communication
with one or more application servers 101. In some embodi-
ments, the user device 102 is in communication with appli-
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cation server 101 via a network 120. In some embodiments,
network 120 may be a local area network or a wide area
network (e.g., the Internet).

In some embodiments, the system 100 may further
include one or more data sources, such as a document
database 110. The document database 110 may be config-
ured to store one or more documents, such as, for example,
a document under analysis (DUA). In some embodiments,
the document database 110 may be referred to as a “seed
database.” The seed database of past edits may comprise
“original text” and “final text” representing, respectively, an
unedited text and the corresponding edit thereto.

In some embodiments, the user device 102, document
database 110, and/or application server 101 may be co-
located in the same environment or computer network, or in
the same device.

In some embodiments, input to application server 101
from client device 102 may be provided through a web
interface or an application programming interface (API),
and the output from the application server 101 may also be
served through the web interface or APIL.

While application server 101 is illustrated in FIG. 1 as a
single computer for ease of display, it should be appreciated
that the application server 101 may be distributed across
multiple computer systems. For example, application server
101 may comprise a network of remote servers and/or data
sources hosted on network 120 (e.g., the Internet) that are
programmed to perform the processes described herein.
Such a network of servers may be referred to as the backend
of the system 100.

Aspects of the system 100, including edit suggestion and
clause insertion features are described more fully in U.S.
Pat. Nos. 10,216,715; 10,515,149, 10,713,436; 10,489,500;
10,824,797; 10,311,140; and 10,614,157, which are hereby
incorporated by reference in their entirety.

According to some embodiments, user device 102 may be
operative to display on a display device a user interface 200,
discussed in further detail in connection with FIGS. 2-5.
User interface 200 may comprise a graphical user interface
with one or more interactive input elements.

FIG. 2 is a screen capture of a user interface for selecting
a model to use with a system for suggesting revisions to an
electronic document, according to some embodiments.
According to some embodiments, a client or customer may
have multiple models representing different playbooks for
categories of documents. For example, a client may have a
model associated with a playbook of preferences useful for
suggesting edits to a non-disclosure agreement. As another
example, a client may have a model associated with a
playbook of preferences useful for suggesting edits to a
service agreement. In addition, a client may have a model
associated with a playbook of preferences useful for sug-
gesting edits to a vendor agreement. Additional categories of
documents may be associated with a specific model or
playbook.

As used herein, a “model” may comprise a corpus of one
or more text documents and a set of one or more parameters
associated with the corpus. The parameters may include, for
example, a set of user preferences, including one or more
editing parameters as described more fully herein. In some
embodiments, a model may include identifying information
such as, for example, a name, stage (e.g., published, draft,
backup), user who created and/or last modified the model,
contract type, among other information.

As shown in FIG. 2, a GUI of user interface 200 may
include an interactive input element 210 that enables a user
to select a model from one or more models. FIG. 2 depicts
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a drop-down menu 210 where a user can specify one of a
“NDA Model,” “Service Model,” or “Vendor Model” where
the user wishes to adjust one or more editing parameters for
a point edit or a full edit. In some embodiments, user
interface 200 may include an interactive input element 220,
such as a button, that when selected restores one or more
default settings to a selected model of input element 210.

FIG. 3 is a screen capture of a user interface for selecting
a point edit setting, according to some embodiments. As
shown in FIG. 3, a GUI of user interface 200 may include
one or more interactive input elements that allows a user to
specify one or more attributes of a point edit. Point Edits
may have several attributes that may be changed on a
per-user, per-client (e.g., global), and/or per-model basis.

In some embodiments, these attributes may be set on a
per-model basis so all such settings are applied once. Attri-
butes may be saved independently. For example, model and
cluster parameters may each be saved in the database
separately and attached to different pieces of data, e.g., the
model and individual members within groups of edits known
as “clusters,” but are applied jointly at runtime of evaluating
a document. All settings may be applied at the same time,
but in some embodiments, the parameters obey the follow-
ing hierarchy: cluster parameters>model parameters>global
parameters.

As shown in FIG. 3, a user may be able to adjust one or
more point edit parameters, including a bucket size (310A-
C), bucket weight (320A-C), a similarity level (330A-B),
and/or an accept threshold (350A-B). In some embodiments,
default values are initially displayed, and a user can edit
default values and write them back to the application server
101. For example, a user may use the clear button 370 to
reset or change the parameter settings, or the save button 380
to write the parameter settings to the application server 101.

A bucket size may refer to a number of training docu-
ments in the seed database that may be considered to suggest
a point edit operation such as an “accept,” “reject,” or
“revise” corresponding to an insertion, deletion, or revision
edit operation of text data, respectively. A user may be able
to use an interactive input element to specify a threshold
bucket size for an accept (310A), reject (310B), or revise
(310C) point edit operation that must be met in order for the
edit operation system to suggest an accept, reject, or revise
point edit operation. According to some embodiments, the
reject edit operation (310B) may further encompass a full
sentence or clause deletion edit operation of text data.
According to some embodiments, a user, using the interac-
tive input element (310A-310C), can change the value of the
Accept/Reject/Revise bucket sizes from 0 to 100, with a
default of about 25.

A bucket size may reflect the number of previous edits of
a specific edit type (e.g., such as accept/reject/revise) that are
considered against an individual statement under analysis
(SUA). Effectively, previously stored data may be sampled
to find some number “n” of training data examples that meet
or exceed a specified similarity threshold (0-100%), and
accordingly may be good candidates for making an edit. The
collected samples may be used to compare against the SUA
and evaluate a similarity between the SUA and each sample.
If a “similar enough” sentence is found between the SUA
and a sample in the database, the system evaluates the
corresponding edit that was made to the sample and may
suggest it for the SUA.

In one example, the system may obtain a document under
analysis (DUA), and there may be over 50 edit samples in
the database for an accept edit type. There may also be at
least 25 edit samples for both reject and revise edit types. In
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some embodiments, the default bucket size parameter may
be set at 25 for all three edit types. A specific user, however,
may believe that the accept edits are more useful, are better
examples, or are otherwise preferred than the reject and
revise edit types, and accordingly would like to see all the
examples with accept edits incorporated in the edit sugges-
tion process to compare against each SUA in the DUA. To
do so, the accept bucket size may be increased to 50 from 25,
effectively attempting to introduce more accept edit samples
from the database to increase the probability that an accurate
accept edit is chosen.

A user, using the interactive input element, may further
specify a weight to be applied to the bucket size(s) for a
respective accept (320A), reject (320B), or revise (320C)
edit operation. The edit suggestion system 100 may deter-
mine to suggest or not suggest a point edit operation after
applying the specified weight to the bucket of text docu-
ments.

Bucket weights may work in tandem with bucket sizes.
Whereas bucket size is about increasing the number of
considered data points (e.g., how many examples to sample
from the database), bucket weights is about exaggerating the
effects of a selected “bucket” (group) of examples that are
sampled from the database.

One on example for illustrative purposes, there may be 25
examples of accept and reject edit types that are similar
enough to a SUA, but only 2 revise edit types. In one
scenario, the revises may be considered more valuable, but
are being effectively crowded out by the comparatively
larger number of good and bad examples there are for the
other edit types. By increasing the revise bucket weight, the
edit suggestion system can increase the weighting of the
revise bucket examples, e.g., by multiplying the current
number of examples with good matches. Such weighing
may help increase the chance that the revise edit operation
would be selected during the editing process and be sug-
gested as an edit for the SUA.

In addition, a user, using the interactive input element,
may further specify a similarity value using one or more
interactive input elements (330A-B). Training documents,
and original and final texts contained therein, may be
selected for use with edit suggestion system in connection
with a statement under analysis if a calculated similarity
value of the original text as compared to the statement under
analysis meets or exceeds the similarity value. According to
some embodiments, a user can set a similarity value between
0 and 1, and the system may default to 0.5. In some
embodiments, the interactive input element may encompass
a slider (330A) to adjust the similarity value from low (0) to
high (1), and/or a user can input a similarity value between
0 and 1 (or scaled between 0-100) into a text box (330B).

The similarity value may be considered as a benchmark
check during the editing process that restricts the addition of
edit samples from the database to buckets of edit types
(accept/reject/revise). The similarity value requires that each
sample of the training data must be at least this benchmark
amount (a similarity value) for the edit suggestion system to
add it to the bucket (of some bucket size n) for consideration
as an edit to the DUA, the document going through the
editing process.

A user, using an interactive input element, may specify an
acceptance threshold value (350A, 350B). In some embodi-
ments, training documents may reflect that certain text has
been accepted (as opposed to, e.g., rejected or revised)
because the text has not been previously edited. Accord-
ingly, in identifying potential edit operations, the system
may determine that a sentence or text in a DUA is similar to

10

15

20

25

30

35

40

45

50

55

60

65

8

text in the training data that has previously been accepted.
The accept threshold accordingly requires that a text in
samples of the training data must have been accepted by at
least this benchmark amount (an accept threshold) for the
edit suggestion system to identify the text as an accept. In
some embodiments, the accept threshold value may be
selected using slider bar 350A or a text box 350B. In some
embodiments, the accept threshold is between O and 1 (or
scaled between 0-100) in the text box 350A.

According to some embodiments, a user can reset to the
default point edit values by selecting an interactive element,
such as a ‘Reset Default Settings’ button (340). In some
embodiments, defaults may be selected from expert knowl-
edge and experience and may be adjusted from time to time
to reflect certain needs. For example, a customer with a
fewer number of documents might need more permissive or
more restrictive defaults than a customer with many docu-
ments because depending on the edit quality (i.e. when the
customer was originally manually editing the documents), it
may be desirable to increase or decrease the influence of
certain edits.

FIG. 4 is a screen capture of a user interface 200 for
selecting a full edit setting at a model level, according to
some embodiments. According to some embodiments,
clause edit parameters are set at the model level and the
cluster level. Model level values may be defaults for all
clusters. Global level values may be defaults for all models
(e.g., global level values apply across the entire customer
environment). Model level values may be defaults for all
clusters. As shown in FIG. 4, a user may be able to adjust
one or more clause edit parameters, including a presence
threshold, context threshold, context window, sentence filter,
full edit duplication threshold, and full paragraph deletion
similarity threshold, for example. The user interface 200
may also include a button 440 to reset the parameter values
to certain default values, a clear button 470 to remove or
clear the current parameter values, or a save button 480 to
commit the parameter values in the edit suggestion system.

As used herein, a “cluster” may refer to a set of text from
multiple text documents within a corpus of text documents
that refer to or relate to a similar concept. Each cluster from
the seed database may identify a concept associated with a
full edit, such as a full sentence insertion. For example, a
cluster may indicate the concept of an intellectual property
rights provision of an agreement with an ownership provi-
sion.

A presence threshold parameter may indicate a minimum
threshold for indicating the absence of a concept within a
document or text under analysis. If the minimum presence
threshold is exceeded, then the edit suggestion system
determines that the concept is present in the text under
analysis. If the minimum presence threshold is not met, then
the edit suggestion system may determine that a concept is
not present in the text under analysis and suggest a full edit
insertion to apply to the text under analysis. As shown in
FIG. 4, a graphical input element (410A, 410B) may be
provided in a GUI of user interface 200 to enable a user to
select a presence threshold. As shown in FIG. 4, the graphi-
cal input element may be a slider bar 410A or a text box
410B.

In some embodiments, the presence threshold may serve
as a benchmark for whether or not some text exists in a
DUA. For example, and for illustrative purposes, one cluster
of similar edit data may not be showing up in contracts when
the user would like it to because the editing system thinks
the gist of the edit data is already in the document. To cause
the text to be inserted, the presence threshold may be
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increased, in effect requiring that a closer version of the
cluster text exists in the document. On the next run, the
system would evaluate the DUA and not find text with a
similarity close enough to the cluster text to discard the
cluster text, causing the system to insert the edit suggestion

A context threshold parameter may further specify the
location of a concept from a cluster in a DUA or text under
analysis, e.g., in a text immediately preceding or following
a statement under analysis in a text under analysis. If a
statement under analysis in a text under analysis matches
surrounding text in one or more documents in the cluster,
and the presence threshold is not met, then the edit sugges-
tion system may propose a full edit operation at or near the
location of the statement under analysis in the text under
analysis. As shown in FIG. 4, a graphical input element
(420A-B) may be provided in a GUI of user interface 200 to
enable a user to select a context threshold. As shown in FIG.
4, the graphical input element may be a slider bar 420A or
a text box 420B.

The context threshold parameter may be used by the edit
suggestion system to compare what is before, after, or before
and after a SUA to determine if a similar edit sample from
the database might be a good match and thus a good place
for an edit suggestion. For example, consider the sentence
“This is a test.” and it is surrounded by two sentences: “My
first sentence is here. This is a test. Now here is the second
sentence.”. The “full context” would encompass both the
first and third sentences and the edit suggestion system
would consider both bounding sentences when looking for
good matches in the database of previous edits. If a match
or matches are found with similar bounding text, but the
similarity between the two texts is not higher than the
context threshold, then the system may make an edit sug-
gestion on the basis that it has identified a SUA where an edit
of' significant difference can be made (difference between the
SUA and the edit sentence).

A context window parameter may be used in conjunction
with the context threshold parameter to further specify a
how much of the preceding or following text to review to
evaluate the context threshold. For example, the context
window may be 50, which indicates that the edit suggestion
system should review the preceding or following 50 tokens
(e.g., words, terms, or other smaller units of text) to a
statement under analysis to determine whether the context
threshold has been met. As shown in FIG. 4, a graphical
input element (430) may be provided in a GUI of user
interface 200 to enable a user to select a context window. As
shown in FIG. 4, the graphical input element 430 may be a
text box. In other embodiments, the graphical input element
may be a slider bar or another interactive feature.

In some embodiments, the context window controls the
number of tokens (words, terms, or other smaller units of
text, to copy from this paragraph) that extend before or after
a SUA. Changing this on a cluster level can be helpful in
trimming the “window” (length of text on either side of the
SUA) to better match with text in the database.

For example, consider a series of very short sentences:
“Contracts are fun. They add value. They are great.” where
the SUA is “They add value.”, In some instances, it may not
be desirable to consider text that is 3-4 sentences’ length
away because those are still within the range of perhaps 25
tokens. By trimming the context window (how wide of a
scope the system looks at the text wrapping the SUA), the
system can be more intentional with its matching against the
database and thus increase the likelihood of it selecting a
good match and creating a good edit suggestion. The pres-
ence threshold and context threshold may be values from O
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to 1, or scaled from 0 to 100. In some embodiments,
presence and context thresholds are generally set to default
at around 85% (0.85), which may be regularly adjusted
based on client needs.

A sentence filter may specify portions of or locations
within a text under analysis to exclude from analysis by the
edit suggestion system. For example, a user may specify one
or more portions of a document that should be ignored, such
as a set of list items, a table of contents, signature blocks,
addendum, or headers of a document. In some embodiments,
a sentence filter may instead specify portions of or locations
within a text under analysis to be considered by the edit
suggestion system. For example, a user may specify one or
more portions of a document that should be considered, such
as a paragraph or a section. As shown in FIG. 4, graphical
input elements 450A-D may be provided in a GUI of user
interface 200 to enable a user to select portions or locations
to exclude from analysis.

The full insert duplication threshold parameter relates to
identifying whether text for proposed insertion (e.g., a full
paragraph or full sentence insertion) into a DUA is already
present in the DUA, i.e. a duplicate. For example, in some
embodiments, the edit suggestion system may determine a
duplication confidence value as to whether text in a pro-
posed full insert edit operation is a duplicate of text in the
DUA, and proceed with the full insert edit operation so long
as the duplication confidence value is below the duplication
threshold value. In some embodiments, the duplication
threshold value may be set in the user interface using an
interactive graphical input element, such as a slider bar
460A or a text box 460B.

The full paragraph deletion similarity threshold parameter
relates to identifying whether text in a DUA is sufficiently
similar to a text in the training samples associated with a full
paragraph deletion edit operation. For example, in some
embodiments, the edit suggestion system may evaluate that
text should be deleted from the DUA by determining a
similarity value between the text in the DUA to text that had
been deleted in one or more training samples, and proceed-
ing with the full paragraph deletion if the similarity value
meets or exceeds the similarity threshold. In some embodi-
ments, the FPD similarity threshold value may be set in the
user interface using an interactive graphical input element,
such as a slider bar 490A or a text box 490B.

FIG. 5 is a screen capture of a user interface 200 for
selecting a full edit setting at a cluster level, according to
some embodiments. Cluster level defaults may be written to
each cluster member. For example, a PATCH call may cause
an update to all of that cluster’s members with the values in
an attached JSON object. A cluster may refer to a full chunk
of text such as a sentence, paragraph, or an addendum to a
document, which may comprise a plurality of tokens. An
interactive element may be displayed that allows a user to
choose a cluster type, such as dropdown element 503.
According to some embodiments, a user can choose a cluster
type from among the cluster types: full sentence insertion
(FSI), full paragraph insertion (FPI), full addendum inser-
tion, or all to filter “Full Insert” clusters. Alternatively, a user
may choose not to select a filter. When a filter is selected, all
clusters that match the filter are displayed, e.g., cluster 1 to
cluster N. Once a type selection is made, a cluster can be
selected to further limit the display list to one or more
clusters, such as using dropdown element 505. Additionally,
a user can use search element 507 to filter the result list to
clusters that contain sentences that contain the word or
words provided. Where multiple terms are used, the search
may default to an “AND” search.
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For each cluster, a user can edit one or more parameters
including a presence threshold (510A-B) and context thresh-
old (520A-B) as described above for cluster parameters at
the model level. In addition, a user can specify an alignment
method (550A-B), tail (560A-B), and context window
(570A-B) of each cluster. Edits made to the interactive
element in the GUI may be immediately persisted.

The alignment method parameter may include a list of
several options, one or none of which may be selected using
input element 550. Alignment options may include: Before
Context Only, After Context Only, Before & After Context,
and Tail. For the full edits, such as a FSI or FPI, the
alignment option may specify how to align the statement
under analysis with one or more training texts in the selected
cluster. The before context refers to the text that typically
comes before an insertion, whereas an after context refers to
the text that typically comes after an insertion. Accordingly,
the before context specifies that the alignment between the
training data text and the statement under analysis occur
such that the insertion edit operation is applied after the
statement under analysis, and the after context specifies that
the alignment occur such that the insertion edit operation is
applied before the statement under analysis. The before and
after specifies that the alignment may be performed such that
the insertion occurs before or after a statement under analy-
sis. Additionally, the tail alignment specifies that the align-
ment may be performed such that the insertion is suggested
to occur at the end of a document or a specific portion of the
document.

If the selected alignment method is Tail, a Tail drop down
list (560) may be made available with one or more selectable
options, including: None, List, Paragraph, Section, and
Document. If “list” is selected, then the insertion is proposed
at the end of a list. If “Paragraph” is selected, then the
insertion is proposed at the end of a paragraph. If “Section”
is selected, then the insertion is proposed at the end of a
section. If “Document” is selected, then the insertion is
proposed at the end of a DUA.

A user can click an information button associated with a
cluster in order to see the cluster size (e.g., number of
training texts in the cluster) and a sample sentence from the
cluster. The sentence may not be editable. In some embodi-
ments, the system may display this information without
selecting an information button or interacting with another
user interface element. For example, cluster size interactive
element 590A-B shown in FIG. 5 displays the number of
training texts in the cluster. In some embodiments, a user
may be able to adjust the cluster size using interactive
element 590A-B, e.g., by entering a new number or adding
or removing training texts from the cluster.

The user interface 200 may also include a button 580A-B
to reset the parameter values for each cluster to certain
default values

FIG. 6 is a block diagram illustrating an edit suggestion
device, according to some embodiments. In some embodi-
ments, device 600 is application server 101. As shown in
FIG. 6, device 600 may comprise: a data processing system
(DPS) 602, which may include one or more processors 655
(e.g., a general purpose microprocessor and/or one or more
other data processing circuits, such as an application specific
integrated circuit (ASIC), field-programmable gate arrays
(FPGAs), and the like); a network interface 603 for use in
connecting device 600 to network 120; and local storage unit
(ak.a., “data storage system”) 606, which may include one
or more non-volatile storage devices and/or one or more
volatile storage devices (e.g., random access memory
(RAM)). In embodiments where device 600 includes a
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general purpose microprocessor, a computer program prod-
uct (CPP) 633 may be provided. CPP 633 includes a
computer readable medium (CRM) 642 storing a computer
program (CP) 643 comprising computer readable instruc-
tions (CRI) 644. CRM 642 may be a non-transitory com-
puter readable medium, such as, but not limited, to magnetic
media (e.g., a hard disk), optical media (e.g., a DVD),
memory devices (e.g., random access memory), and the like.
In some embodiments, the CRI 644 of computer program
643 is configured such that when executed by data process-
ing system 602, the CRI causes the device 600 to perform
steps described herein (e.g., steps described above and with
reference to the flow charts). In other embodiments, device
600 may be configured to perform steps described herein
without the need for code. That is, for example, data
processing system 602 may consist merely of one or more
ASICs. Hence, the features of the embodiments described
herein may be implemented in hardware and/or software.

FIG. 7 is a flow diagram of a method, according to some
embodiments. In some embodiments, the method 700 may
be performed by edit suggestion device 600 or system 100.
According to some embodiments, method 700 is for updat-
ing an editing parameter for a model for automatically
suggesting revisions to text data.

Step 701 comprises displaying, on a graphical user inter-
face (GUI) of a user device, one or more interactive input
elements, wherein each of the one or more input elements is
associated with an editing parameter for a model for auto-
matically suggesting revisions to text data. Example models
are described above in connection with FIG. 2, and the
model may be selected by the user. In some embodiments,
the GUI may be on a user interface and display one or more
interactive input elements on a as described above in con-
nection with FIGS. 2-5.

Step 703 comprises receiving, via the GUL an input from
a selected input element of the one or more input elements,
wherein the input comprises an indication of a value for a
selected editing parameter associated with the selected input
element. As discussed above, the value may be specified by
a user using one or more interactive input elements associ-
ated with an editing parameter.

Step 705 comprises updating the selected editing param-
eter for the model based on the value. For example, the
model may be adjusted according to the editing parameter in
order to more accurately suggest appropriate revisions to a
text under analysis in accordance with a user’s playbook.

Step 707 comprises using the model with the updated
selected editing parameter to apply an edit operation to an
obtained text-under-analysis.

According to some embodiments, the editing parameters
may be stored in a database. Set forth in table 1, below, is
an example of JSON code that controls storing of editing
parameters in a database. As shown below, a number of
parameters may be stored at different levels: client/global,
model, and cluster.

TABLE 1

Example Editing Parameters

"global”: {
"name": "BlackBoilerTest",
"companyLogo": "https://www.blackboiler.com/logos”,
"companyLink": "https://www.blackboiler.com/",
"companyUrl": "https://www.blackboiler.com/",
"clusterEditParameters”: {
"context_size': "50",
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TABLE 1-continued

14
TABLE 1-continued

Example Editing Parameters

Example Editing Parameters

"context_threshold": "0.85",
"presence_threshold": "0.85"

)

ointEditParameters’: {
"similarity”: "0.56",
"accept_bucket_size": "25",
"reject_bucket_size": "25",
"revise_bucket_size": "25",
"accept_weight'": 2,
"reject_weight': 2,
"revise_weight": 3

»

"sentenceFilters”: {
"list_items"": true,
"table_of contents": false,
"signature_blocks": false,
“section_headers": false

}

"model": {
"id": "602fe11bf554de005a020001",
"contractType'": "nda",
"dateCreated”: "2021-06-17T13:52:05.3272",
"dateModified": "2020-06-17T13:52:05.327Z",
"stage: "published",
"userCreated": "name@domain.com”,
"userModified": "name@domain.com”,
"name": "TestModell",
"clusterEditParameters”: {
"context_size': 50",
"context_threshold": "0.96",
"presence_threshold": "0.96"

"pointEditParameters”: {
"similarity": "0.67",
"accept_bucket_size": "40",
"reject_bucket_size": "40",
"revise_bucket_size": "40",
"accept_weight'": 2,
"reject_weight': 2,
"revise_weight": 3

»
"sentenceFilters”: {
"list_items"": true,
"table_of contents": false,
"signature blocks": false,
“section_headers": false
}
2

"training": [

"training_id": "T_17001",

"model_id": "602fel1bf554de005a020001",

"sentence": "16. ",

"edit_type": "revise",

"edited_sentence": "Company acknowledges that Third Party and
its Representatives may be in the business of purchasing, investing
in, managing and operating entities which may have similar or
competing technologies, products or services as those offered by
Company, and that such entities may pursue paths regarding their
technologies, products or services that are competitive with
Company. ",

"file": "Project X NDA.docx",

"owner": "BB",

"train_type": "FSI",

"note": "

"context_before”: " 16. ",

"context_following": "Third Party Beneficiaries. This Agreement
will be for the benefit of the Parties and their respective managers
and members, certain inventors engaged by the Company, and any
entities affiliated with or under common ownership with the
Company (collectively, the \" Affiliates\").",

"sentno": 678,
"contno': 0,
"rownum": 6245,
"sent_id": 12,
"chunk_id": 0,
"doc_id": 0,
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"para_id": 9,

"coord_compact”: "0-9-12",

"fsi_clusterid”: 3",

"fpi_clusterid”: ",

"ver': 1,

"model_deprecated": "TestModell",
"source_file": "TestModel1-2021-03-24T22:10:22-18882395.xIsx",
"date_added": "2020-06-19T00:00:00.000Z",
"date_modified": "2020-06-19T00:00:00.000Z",
"user_added": "name@domain.com"”,
"user_modified": "name@domain.com”

>

~——

"training_id": "T_17001",

"model_id": "602fel1bf554de005a020001",

"sentence': "16. "

"edit_type": "revise”,

"edited_sentence": "Company acknowledges that Third Party and
its Representatives may be in the business of purchasing, investing
in, managing and operating entities which may have similar or
competing technologies, products or services as those offered by
Company, and that such entities may pursue paths regarding their
technologies, products or services that are competitive with
Company. ",

"file": "Project X NDA.docx",

"owner": "BB",

"train_type": "FSI",

"note'": ",

"context_before": " 16. ",

"context_following": "Third Party Beneficiaries. This Agreement
will be for the benefit of the Parties and their respective managers
and members, certain inventors engaged by the Company, and any
entities affiliated with or under common ownership with the
Company (collectively, the \" Affiliates\").”

L

"sentno": 678,
"contno": 0,
"rownum": 6245,
"sent_id": 12,
"chunk_id": 0,
"doc_id": 0,
"para_id": 9,

"coord_compact”: "0-9-12",

"fsi_clusterid”: "4",

"fpi_clusterid”: ",

"ver': 1,

"model_deprecated": "TestModell",
"source_file": "TestModel1-2021-03-24T22:10:22-18882395.xIsx",
"date_added": "2020-06-19T00:00:00.000Z",
"date_modified": "2020-06-19T00:00:00.000Z",
"user_added": "name@blackboiler.com”,
"user_modified": "name@blackboiler.com”,
"alignment_mode": 1,

"context_size': 35,

"context_threshold": 0.86,
"presence_threshold": 0.39,

"tail_type": "Not Set"”

b
{

"training_id": "T_17002",

"model_id": "602fel1bf554de005a020001",

"sentence': "The undersigned further agrees that it will not
interfere with any business of the Company through the use of any
Information or knowledge acquired under this Agreement nor use
any such Information for its own account.”,

"edit_type": "revise”,

"edited_sentence": "Notwithstanding the foregoing, Company
acknowledges that you and your affiliates may be in the business of
purchasing, investing in, managing and operating entities which
may have similar or competing technologies, products or services as
those offered by Company, and that such entities may pursue paths
regarding their technologies, products or services that are
competitive with Company. ",

"file": "Project X NDA.docx",

"owner": "BB",

"train_type": "FSI",

"note": "

"context before": " 3 The undersigned further agrees that it will not
interfere with any business of the Company through the use of any
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TABLE 1-continued

Example Editing Parameters

Information or knowledge acquired under this Agreement nor use
any such Information for its own account.”,
"context_following": """

-

"sentno": 678,
"contno': 0,
"rownum": 6245,
"sent_id": 12,
"chunk_id": 0,
"doc_id": 0,
"para_id": 9,

"coord_compact”: "0-9-12",

"fsi_clusterid”: "4",

"fpi_clusterid”: ",

"ver': 1,

"model_deprecated": "TestModell",
"source_file": "TestModel1-2021-03-24T22:10:22-18882395.xIsx",
"date added": "2020-06-19T00:00:00.000Z",
"date_modified": "2020-06-19T00:00:00.000Z",
"user_added": "name2@domain.com”,
"user_modified": "name2@domain.com”,
"alignment_mode": 1,

"context_size': 65,

"context_threshold": 0.86,
"presence_threshold": 0.39,

"tail_type": "Not Set"”

As shown in Table 1 above, the ‘similarity’ parameter
shows up under both the ‘global’ and ‘model’ sections. As
discussed above, in some embodiments the system may
apply parameters in the following  priority:
cluster>model>global parameters. Accordingly, in the
example above the ‘0.67” model similarity value will be used
instead of the global similarity value of ‘0.56” when the edit
suggestion system processes documents using this model.

Additionally, under the ‘training’ section, there are three
objects. The first has “training_id’ of ‘T_17001. Comparing
this to the other two, those two have five fields at the end that
the first one does not have. When applying these edit
parameters, the object with training_id ‘T_17001" will
default to the higher hierarchical level (in this case model).
For the other two however, those last fields will be applied,
overruling the model’s ‘context_size’, ‘context_threshold’,
and ‘presence_threshold’ fields saved at the model and
global levels.

The following is a summary of various embodiments
described herein:

1. A method for updating an editing parameter for a model
for automatically suggesting revisions to text data, the
method comprising:

displaying, on a graphical user interface (GUI) of a user
device, one or more interactive input elements, wherein each
of the one or more input elements is associated with an
editing parameter for a model for automatically suggesting
revisions to text data;

receiving, via the GUI, an input from a selected input
element of the one or more input elements, wherein the input
comprises an indication of a value for a selected editing
parameter associated with the selected input element;

updating the selected editing parameter for the model
based on the value; and

applying the model with the updated selected editing
parameter to suggest a revision to an obtained text-under-
analysis.

2. The method of embodiment 1, wherein the selected
editing parameter comprises a bucket size, the value com-
prises a numeric value, and the method further comprises:
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determining, from a corpus of text documents, that a
bucket of text documents comprising a number of text
documents equal to or greater than the numeric value
comprise a point edit operation or a reject edit operation; and

suggesting the point edit operation or the reject edit

operation to the obtained text-under-analysis in response to
the determining.
3. The method of embodiment 2, wherein the point edit
operation is one of an accept, reject, or revise edit operation.
4. The method of embodiment 2, wherein the input further
comprises an indication of a second value for a second
selected editing parameter associated with a second selected
input element, wherein the second selected editing param-
eter comprises a second numeric value corresponding to a
weight of the bucket size editing parameter, the method
further comprises:

applying the numeric weight to the bucket of text docu-
ments, and

wherein the suggesting the point edit operation is further

in response to the applying the numeric weight to the bucket
of text documents.
5. The method of embodiment 1, wherein the selected
editing parameter comprises a similarity score, the value is
a minimum threshold similarity score, and the method
further comprises:

determining, from a corpus of text documents, that one or
more text documents comprising a point edit operation has
a similarity score with the text-under-analysis that meets or
exceeds the minimum threshold similarity score; and,

suggesting the point edit operation to the obtained text-

under-analysis in response to the determining.
6. The method of embodiment 1, wherein the selected
editing parameter comprises a presence threshold, the value
indicates a minimum threshold presence score, and the
method further comprises:

obtaining, from a corpus of text documents, a cluster
identifying a concept and having an associated full edit
operation;

calculating a presence score for the concept in the text-
under-analysis; and

suggesting the full edit operation to the text-under-analy-

sis when the calculated presence score is below the mini-
mum threshold presence score.
7. The method of embodiment 1, wherein the selected
editing parameter comprises a context threshold, the value
indicates a minimum context score, and the method further
comprises:

obtaining, from a corpus of text documents, a cluster
identifying a concept and having an associated full edit
operation;

obtaining, for a document in the corpus of text documents,
one or more neighbor tokens in a text preceding and/or
following the identified concept;

calculating a context score for the text-under-analysis by
comparing one or more tokens in the text-under-analysis to
the one or more obtained neighbor tokens;

suggesting the full edit operation to the text-under-analy-
sis when the calculated context score meets or exceeds the
minimum threshold context score.

8. The method of embodiment 7,

wherein the input further comprises an indication of a
second value for a second selected editing parameter from a
second selected input element,

wherein the second selected editing parameter comprises
a second numeric value corresponding to a context window
editing parameter, and
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wherein the obtaining the one or more neighbor tokens
comprises obtaining a number of neighbor tokens at least
equal to the second numeric value.

9. The method of embodiment 1, wherein the selected
editing parameter comprises an alignment method associ-
ated with an identified cluster, and the value indicates one of:
a before context, an after context, a before and after context,
or a tail alignment method.

10. The method of embodiment 1, wherein the selected
editing parameter comprises an alignment method associ-
ated with an identified cluster and the value indicates one or
more of a list, paragraph, section, or document tail alignment
method.

11. A system comprising:

a processor; and

a non-transitory computer-readable medium coupled to
the processor, wherein the processor is configured to per-
form any one of the methods recited in embodiments 1-10.

While various embodiments of the present disclosure are
described herein, it should be understood that they have been
presented by way of example only, and not limitation. Thus,
the breadth and scope of the present disclosure should not be
limited by any of the above-described embodiments. Gen-
erally, all terms used herein are to be interpreted according
to their ordinary meaning in the relevant technical field,
unless a different meaning is clearly given and/or is implied
from the context in which it is used. All references to
a/an/the article, element, apparatus, component, layer,
means, step, etc. are to be interpreted openly as referring to
at least one instance of the article, element, apparatus,
component, layer, means, step, etc., unless explicitly stated
otherwise. Any combination of the above-described ele-
ments in all possible variations thereof is encompassed by
the disclosure unless otherwise indicated herein or otherwise
clearly contradicted by context.

The invention claimed is:

1. A method for updating an editing parameter for a model
for automatically suggesting revisions to text data, the
method comprising:

displaying, on a graphical user interface (GUI) of a user

device, one or more interactive input elements, wherein
each of the one or more input elements is associated
with an editing parameter for a model for automatically
suggesting revisions to text data;

receiving, via the GUI, an input from a selected input

element of the one or more input elements, wherein the
input comprises an indication of a value for a selected
editing parameter associated with the selected input
element;

updating the selected editing parameter for the model

based on the value;

obtaining a text-under-analysis; and

automatically applying, using the model with the updated

selected editing parameter, an edit operation to the
obtained text-under-analysis.

2. The method of claim 1, wherein the selected editing
parameter is a bucket size, the value comprises a first
numeric value, and the method further comprises:

determining, from a corpus of texts, that a bucket of texts

comprising a number of texts equal to or greater than
the first numeric value comprise a point edit operation
or a reject edit operation; and

applying the point edit operation or the reject edit opera-

tion to the obtained text-under-analysis in response to
the determining.

3. The method of claim 2, wherein the point edit operation
is one of an accept, reject, or revise edit operation.
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4. The method of claim 2, wherein the input further
comprises an indication of a second value for a second
selected editing parameter associated with a second selected
input element, wherein the second selected editing param-
eter comprises a second numeric value corresponding to a
weight of the bucket size editing parameter, the method
further comprises:

calculating a weighted bucket value by applying the

second numeric value to the number of texts; and
determining that the weighted bucket value is equal to or
greater than the first numeric value.

5. The method of claim 1, wherein the selected editing
parameter comprises a similarity score, the value is a mini-
mum threshold similarity score, and the method further
comprises:

determining, from a corpus of text documents, that one or

more text documents comprising a point edit operation
has a similarity score with the text-under-analysis that
meets or exceeds the minimum threshold similarity
score; and,

applying the point edit operation to the obtained text-

under-analysis in response to the determining.

6. The method of claim 1, wherein the selected editing
parameter comprises a presence threshold, the value indi-
cates a minimum threshold presence score, and the method
further comprises:

obtaining, from a corpus of text documents, a cluster

identifying a concept and having an associated full edit
operation;

calculating a presence score for the concept in the text-

under-analysis; and

applying the full edit operation to the text-under-analysis

when the calculated presence score is below the mini-
mum threshold presence score.

7. The method of claim 1, wherein the selected editing
parameter comprises a context threshold, the value indicates
a minimum context score, and the method further comprises:

obtaining, from a corpus of text documents, a cluster

identifying a concept and having an associated full edit
operation;

obtaining, for a document in the corpus of text documents,

one or more neighbor tokens in a text preceding and/or
following the identified concept;
calculating a context score for the text-under-analysis by
comparing one or more tokens in the text-under-analy-
sis to the one or more obtained neighbor tokens; and

applying the full edit operation to the text-under-analysis
when the calculated context score meets or exceeds the
minimum threshold context score.

8. The method of claim 7,

wherein the input further comprises an indication of a

second value for a second selected editing parameter
from a second selected input element,

wherein the second selected editing parameter comprises

a second numeric value corresponding to a context
window editing parameter, and

wherein the obtaining the one or more neighbor tokens

comprises obtaining a number of neighbor tokens at
least equal to the second numeric value.

9. The method of claim 1, wherein the selected editing
parameter comprises an alignment method associated with
an identified cluster, and the value indicates one of: a before
context, an after context, a before and after context, or a tail
alignment method.

10. The method of claim 1, wherein the selected editing
parameter comprises a tail alignment method associated
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with an identified cluster and the value indicates one or more
of a list, paragraph, section, or document tail alignment
method.

11. A system comprising:

a processor; and

a non-transitory computer-readable medium coupled to

the processor, wherein the processor is configured to:

display, on a graphical user interface (GUI) of a user
device, one or more interactive input elements,
wherein each of the one or more input elements is
associated with an editing parameter for a model for
automatically suggesting revisions to text data;

receive, via the GUI, an input from a selected input
element of the one or more input elements, wherein
the input comprises an indication of a value for a
selected editing parameter associated with the
selected input element;

update the selected editing parameter for the model
based on the value;

obtain a text-under-analysis; and

automatically apply, using the model with the updated
selected editing parameter an edit operation to the
obtained text-under-analysis.

12. The system of claim 11, wherein the selected editing
parameter is a bucket size, the value comprises a first
numeric value, and the processor is further configured to:

determine, from a corpus of texts, that a bucket of texts

comprising a number of texts equal to or greater than
the first numeric value comprise a point edit operation
or a reject edit operation; and

apply the point edit operation or the reject edit operation

to the obtained text-under-analysis in response to the
determining.

13. The system of claim 12, wherein the point edit
operation is one of an accept, reject, or revise edit operation.

14. The system of claim 12, wherein the input further
comprises an indication of a second value for a second
selected editing parameter associated with a second selected
input element, wherein the second selected editing param-
eter comprises a second numeric value corresponding to a
weight of the bucket size editing parameter, and the proces-
sor is further configured to:

calculate a weighted bucket value by applying the second

numeric value to the number of texts; and

determine that the weighted bucket value is equal to or

greater than the first numeric value.

15. The system of claim 11, wherein the selected editing
parameter comprises a similarity score, the value is a mini-
mum threshold similarity score, and the processor is further
configured to:

determine, from a corpus of text documents, that one or

more text documents comprising a point edit operation
has a similarity score with the text-under-analysis that
meets or exceeds the minimum threshold similarity
score; and,

apply the point edit operation to the obtained text-under-

analysis in response to the determining.

16. The system of claim 11, wherein the selected editing
parameter comprises a presence threshold, the value indi-
cates a minimum threshold presence score, and the processor
is further configured to:
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obtain, from a corpus of text documents, a cluster iden-
tifying a concept and having an associated full edit
operation;

calculate a presence score for the concept in the text-

under-analysis; and

apply the full edit operation to the text-under-analysis

when the calculated presence score is below the mini-
mum threshold presence score.

17. The system of claim 11, wherein the selected editing
parameter comprises a context threshold, the value indicates
a minimum context score, and the processor is further
configured to:

obtain, from a corpus of text documents, a cluster iden-

tifying a concept and having an associated full edit
operation;

obtain, for a document in the corpus of text documents,

one or more neighbor tokens in a text preceding and/or
following the identified concept;
calculate a context score for the text-under-analysis by
comparing one or more tokens in the text-under-analy-
sis to the one or more obtained neighbor tokens; and

apply the full edit operation to the text-under-analysis
when the calculated context score meets or exceeds the
minimum threshold context score.

18. The system of claim 17,

wherein the input further comprises an indication of a
second value for a second selected editing parameter
from a second selected input element,

wherein the second selected editing parameter comprises
a second numeric value corresponding to a context
window editing parameter, and

wherein the obtaining the one or more neighbor tokens
comprises obtaining a number of neighbor tokens at
least equal to the second numeric value.

19. The system of claim 11, wherein the selected editing
parameter comprises an alignment method associated with
an identified cluster, and the value indicates one of: a before
context, an after context, a before and after context, or a tail
alignment method.

20. The system of claim 11, wherein the selected editing
parameter comprises a tail alignment method associated
with an identified cluster and the value indicates one or more
of a list, paragraph, section, or document tail alignment
method.

21. The method of claim 1, wherein the selected editing
parameter is associated with at least one of a point edit to
text data or a full edit to text data.

22. The method of claim 21, wherein the point edit
comprises one or more of an accept, reject, or revise edit
operation to text data and the full edit comprises one or more
of'an accept, insertion, or deletion edit operation to text data.

23. The method of claim 21, wherein the point edit
corresponds to one or more of a substitution, insertion, or
deletion of a word or phrase, and wherein the full edit
corresponds to one or more of an insertion or deletion of a
full sentence or a full clause.

#* #* #* #* #*



